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AN ANALYTICAL REVIEW OF MODERN METHODS 

ALGORITHM AND SOFTWARE FOR SEMANTIC NETWORKS 

TRANSFORMATION INTO OBJECT RELATIONAL  

DATA MODELS  

Historical knowledge has various kinds of Objects as people, places, 

events, and they are extracted from diverse types of databases. These in-

clude open databases like the Internet and other databases of companies.  

Hence, there is heterogeneity in information, so there is a need of con-

nected semantic network to resolve the problem. Such that the users can re-

trieve data without taking into account the diversity of databases. Some 

types of relationships, the conceptual graph, and types of semantic net-

works are recommended. The Frame based structure is suggested as en-

hancement solution.  

Graphs are beneficial for knowledge representation, and from the 

theory of representation, graph query and inference algorithms can be esti-

mated to answer questions on the graph. This strategy of graph which is 

utilized to describe a pattern has an ill-use if there is massive extent in the 
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world of knowledge representation and inference reasoning. Therefore, the 

design of graphs with the databases has emerged. 

Let us state the principal features of a Semantic Network Model, in 

summary; the representation of knowledge is done by a mathematical 

graph, which is composed of nodes and arcs. A node represents one con-

cept, a Relation declares the meaning of relation between the two nodes 

Node A and Node B with a label L, and so on, to show relations between 

the concepts.  A set of nodes, labels and arcs denote a set of knowledge in a 

semantic network.  

In general, Semantic networks allow us to represent knowledge about 

objects and relationships between objects in an intuitive way, thus the se-

mantic nets are not intelligent. Basically, if a semantic net is built then 

there is No binary relation inside, the negation is not easily expressed, if 

there are multiple inheritance this may cause conflict, or the meaning at-

tached to nodes may be ambiguous. This does not describe the attributes, 

the facts are sometimes placed inappropriately, there is lack of standards 

for link labels, and there is no ability to encode heuristic knowledge or 

rules of thumb into semantic nets; consequently it is just a solution for re-

stricted problems and only serves for inheritance of properties, subsequent-

ly another solution must be found. Furthermore, an enhanced solution is 

found, the Frame solution, Frames are popular ways to represent facts in an 

expert system. The difference from semantic net is basically in the level of 

details of a node. In semantic nets the node has a name; Properties of a 

node are shown using other nodes and some sorts of the relationships link-

ing them.  In a frame the node itself has a structure. Basically, Semantic 

nets represent knowledge about a general area, whereas Frames represent 

related knowledge about a narrow subject.  

In fact, some systems that use chaining inferences have some conflict 

resolution strategy; to decide which rule to fire. Instead of representing 

knowledge in a relatively declarative static way as a set of things that are 

true rule-based, systems represent knowledge as a set of rules for different 

situations that tell you what to do. Relational database is a way to structure 

data; moreover Structured Query Language is a structured method of stor-

ing data [1].  

The disadvantages of such database are, lack of support from com-

plex data such as images, and videos that are required nowadays by diverse 

applications and websites, the query task to obtain a piece of data becomes 

difficult when there are thousands of joins, and the insert of data when 

there are diverse of joins must be done before search and support. Conse-

quently, a need to use object relational model, in fact object-relational 

model is aimed to provide relational data model with the integration of 
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their data types and methods, and allows users to integrate object-oriented 

features into it.  

In summary, OODBMS is the Language of specifying the structure 

of an object database within two parts, first with ODL or Object Definition 

Language, and second with OQL Object Query Language, further ODL is 

in replacement of DDL or Data Definition Language in SQL. OODBMS 

are able of stocking complex objects that are constituted of other objects 

and multi valued attributes. Therefore, a consequence that a class is in re-

placement of relation. Furthermore, the classes encapsulate data, methods, 

and relationships, unlike relations that contain data only. 

Take advantage of Graph knowledge representation, this approach of 

graph which is developed to describe shape has misused when there is huge 

amount of knowledge representation and inference reasoning, subsequently 

emerging the design of graph databases, semantic network Framework, 

with the other logics and produce a semantic network graph database with 

inference. 
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