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OUTING ALGORITHMS

The article addressed the problem of routing in the field of Information-Centric Networking where a
new semantic-based scheme is proposed to solve the obstacles facing IP networks. The paper represents
the structure of routing tables for Semantic Information-Centric Networking (SICN) 3D-addressing:
Semantic-Pub ID, Geo-Pub ID, Semantic-Geo. Four different scenarios based on information content
type are used. Three algorithms for the 3D-address routing table and two for the cache ae presented:
Router Record Update Algorithm, Cache TTL Update algorithm, Geo-Pub ID Garbage Collector
algorithm, Semantic Garbage Collector algorithm, Cache Garbage Collector algorithm. This algorithms
used for adding, removing and merging records in routing tables and based on Time to Live parameter.
The article described semantic, geographical and publisher ID matching. Based on the developed
algorithms, modeling was performed for four scenarios of network operation by metric Time Delay,
Flooding or Traffic, and Efficiency Reuse factor for data. Compared with other ICN projects. The
effectiveness of SICN and it’s routing algorithms was shown.
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I'. Ixxadep, H.B. Ilaneii
benopycckuii ['ocynapcrBennsiit Texnonoruueckuii Y HUBepCcUTET

AJITOPUTMbI MAPHIPYTU3ALIUN I/IH(I)pPMA]_lI/IOHHO-OPI/IEHTI/lPBAHHOﬁ
CETH, OCHOBAHHOU HA CEMAHTHUKE

B cratee paccMaTpuBaIOTCS BONPOCH MapHIPYTH3ALUHM JAHHBIX B HMH(OPMAIHMOHHO-
OPUEHTHUPOBAHHOM CeTH, B KOTOPOW Oblia Mpeayio’KeHa HOBasi CXeMa MMEHOBAHMs, OCHOBAaHHAs Ha
CEeMaHTHKE Ul peIleHHs CYHIECTBYIOUMX npobiem nepexadn mHpopmanuu B IP cersx. B pabote
W3JI0KEHBI CTPYKTYPBI TaOJINI] MapIIPyTH3AIHN CEMAaTHIECKOW MH(POPMALMOHHO-OPHEHTUPOBAHHON
cetu ¢ 3D-ampecammeir, nHasBaHHBIE: Semantic-Pub ID, Geo-Pub ID, Semantic-Geo. Onnu
WCTOJB3YIOTCSl Al Pa3iIMYHBIX CIIEHAPUEB B 3aBUCHUMOCTH OT THMA IIEPEIaBAEMOTO CETEBOTO
KOHTeHTa. [IpencraBinensl anroputmbl 3D-aapecannu B TaOnaMuax MapuIIpyTH3alUM U alTOPUTM
kemupoBanus: Router Record Update Algorithm, Cache TTL Update algorithm, Geo-Pub ID Garbage
Collector algorithm, Semantic Garbage Collector algorithm, Cache Garbage Collector algorithm.
JlaHHBIE AJITOPUTMBI UCTIOJIB3YIOTCS JUIs OOABIEHHS, yIaJIeHUs 1 00beIMHEHNS 3amicell B Ta0anmax
Ha ocHOBe mapamerpa Time to Live. B craThe ommchiBaeTcs MOWCK HAa OCHOBE CEMaTHYECKOTO,
reorpamueckoro W YHHKAIbHOTO HACHTH(UKAaTOpa Biazenbna. Ha ocHOBe pa3pabOTaHHBIX
JITOPUTMOB OBUIO BBINOJHEHO MOJEIMPOBAHUE MPOU3BOJUTEIBHOCTH CETH ISl YETHIPEX CIICHAPHUEB
ceTeBOro B3anMoJieiicTaus. [Ipon3BoNTENLHOCTD OLIEHMBAIACH HA OCHOBE CIEIYIONNX MeTpuk: Time
Delay, Flooding (Traffic) u ¢akropa Efficiency Reuse. IIpoBeneno cpaBHEHHE ¢ IpyTUMH MPOSKTAMU
HMH(POPMALIMOHHOTO-OpPHEHTHPOBAaHHBIX ceTeil. [lokazaHa 3(eKTUBHOCTE aIrOPUTMOB MapLIPyTH3AIUH
CEMaHTHYECKOM CETH.

KiroueBble cjioBa: aaroputmbl, HHOOPMAIIMOHHO-OPUEHTHPOBAHHBIC CETH, CEMAaHTHKA, TaOJIHIIbI
MapHUIpyTH3aL1H, apec, cOopKa Mycopa, K3II, BpeMs )KHU3HH.

Joas uutupoBanus: Jaber G., Patsei N. V., Semantic based Information-Centric Networking routing
algorithms // Tpymst BI'TY. Cep. 3, ®usnka-mMmaTeMaTuueckue Hayku U uHGopmatuka. 2022. Ne 2 (260).
C. 108-113.

Introduction. Every year the number of Inter-
net users and the use (volume) of content is con-
stantly increased. There is a growing need for
security and support for the mobility of information
sources. To solve the problem of Internet network
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name resolution, Content Distribution Networks (CDN)
[1], peer-to-peer file exchange systems (BitTorrent) have
been proposed for extracting content from multiple
sources, replicating and distributing content. These
mechanisms helped improve access to content, but
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did not improve the underlying network topology
and therefore did not optimize network delivery
performance.

The search for new approaches to organizing
architectures led to the creation of Information-
Centric Networking (ICN) [1]. For ICN, location-
independent naming and name-based routing are the
main concept. Content in the /CN is named directly,
published, copied to the cache, and finally queried by
name using a lookup or fetch primitive. The process
of data searching through an arbitrary broadcast of a
request, and the result will be an information object
from any host that has a copy of the data.

Based on the main principles of /CN, in the last
decade, data network projects have been developed that
differ in routing algorithms, naming schemes, and
deployment models: Data-Oriented Network Archi-
tecture (DONA, Berkeley University), Publish-
Subscribe Internet Technology (PURSUIT), Publish-
Subscribe Internet Routing Paradigm (PSIRP), Scalable
and Adaptive Internet solutions (SAIL), 4WARD,
Content Mediator architecture for content-aware
networks (COMET), CONVERGENCE, Named Data
Networking (NDN), Content Centric Networking
(CCN), Mobility First (NSF Mobility First project,
online), ANR Connect, Knowledge-Based Networking
(KBN), Network of Information (Netlnf), Context-
Aware Green ICN Model (CAGIM).

There are four types of object naming in /CN —
hierarchical (used in CCN, NDN), flat (used in

Subscriber

Geo:

Pub: Geo ID TIL

Semantic: L |_ ||
Utilizations agent

in the browser

Subscriber

| Geo:
_ Pub:
Semantic:

Netlnf, MobilityFirst and DONA project), attribute-
based and hybrid [2, 3]. Most of the considered /CN
designs are not suitable for all types of information
object data transfer between publishers/subscribers.
That’s why Semantic Information-Centric Net-
working (SICN) was proposed [4]. It is /CN-based
architecture with its own naming scheme which
included three types of addresses: semantic,
geographic and publisher [4-8].

It was designed SICN header format and made
the classification of SICN data and requests (named:
RI, R2, R3, R4), according to it, into four types
based on publishers/subscribers’ number and
frequency of data object used [8].

There were described four communication
scenarios. Scenario I (type A): communication com-
ponents are requesting any data content from specific
publisher. Scenario 2 (type B): components requesting
specific data content from a specific publisher.
Scenario 3 (type C) in which request specific data
content from any publisher. Scenario 4 (type D) is the
case when requested information with any data
content is accessing from any publisher [4-8].

The components comprising SICN model (fig. 1)
are as follows: subscriber, publisher, router, cache
server. When a subscriber interested in specific
information it will send a pull message: Interest
Request Message (IRM) to its gateway or router.
This /RM would be one of the four types of
subscriber requests.

Address, ARM

Geo:
_ Pub:
Semantic:

Subscriber

Fig. 1. SICN communication model
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Then Address Reply Message (ARM) send from
the publisher routers or any in path router holding
the needed content towards the subscriber
requesting certain content by /RM. ARM holds the
addresses. It updates the 3D-address routing tables
as follows: when records are not found in table it
adds them; if records are found, it increases 77L
(Time to Live) parameter in table for the record.

CRM is the Content Request Message that
contains the requested data and addresses. It is sent
from the publisher to the subscriber.

Theoretical base. According to the SICN
architecture routers have three tables where three
dimensions combined, named 3D-tables. These three
address dimensions will allow the matching between
publisher and subscriber based on naming scheme
that includes any of following: publisher ID,
semantic or geographical addresses. So, the sub-
scriber having one of the three address dimensions
can find a match to the other two address dimensions
using the proposing routing tables.

Each table includes two parts. The first part is
the address part (may contain publisher ID,
geographical or semantic addresses) that names the
data and are learnt or defined from publisher
advertisement. The address part consists of se-
mantic and publisher ID addresses in Semantic-Pub
ID table, and of publisher ID and geographical
addresses in Geo-Pub ID table, and of semantic
addresses and geographical addresses, in Geo-
Semantic table (fig. 2—4).

The second part of each table is the orientation
part that directs the data toward the subscriber, and
are learnt from subscriber interest message. The
TTL represents Time to Live in the cache. The
Interface is the input output ports, which connects
network nodes. Hops number shows the cost to
reach data in terms of hops number.

The first table matches Semantic to Publisher ID
address (fig. 2).

Publisher ID
address

Semantic
address

Hops

TTL | Interface
number

Fig. 2. Routing table header for Semantic-Pub ID maps
Semantic addresses to Publisher ID address

The second table matches Publisher ID address
to Geographical address (fig. 3).

Publisherl
D add.

Geographic
al address

Hops

TTL | Interface
number

Fig. 3. Routing table header for Geo-Pub ID maps
Publisher Unique address to Geographical address

The third table matches Semantic address to
Geographical address (fig. 4).
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Semantic
address

Geographical
address

Hops
number

TTL | Interface

Fig. 4. Routing table header for Semantic-Geo maps
Semantic addresses to Geographical address

Updating. Let’s consider the updating records
table processes. It works depends of 77L and the
following value as shown in table.

TTL types

TTL type Description

TTL” Time to Live for the records in the table

Minimum threshold to live for record in
table.

Role: minimum value of 77L of the record
to stay in 3D-table. If TTLT< TTLY, i, then
the garbage collector will remove the
record.

TTLtTh min

The value of the default 77L” that the

T
TTladdaet | e added record to the table (equal B)

Maximum there hold time to live
forward in the table:

Role: the needed value of T7LT of the
record during addition to be added to the
cache.

TTLjj max

Adding records to the tables. When a
subscriber sends Interest Request Message (IRM)
and it reaches the router, the router will search its
tables for an entry match. There are three cases:

Case I: If there is no positive match between
IRM and any addressing table in the router, the
router will broadcast the /RM to the network from
all its interfaces in a spanning tree technique to
avoid loops. When /RM reaches the match in any
router caching the content or even in the original
publisher cache, the latest will send a reply message
to all requested interfaces, which sent /RM to it
containing the data with the three publisher
addressing dimensions. The Content Reply Message
(CRM) will allow updating all the routing tables
across the requested paths towards the subscriber
who sent the IRM for the first time. Thus, when
there are no previous records in the tables, it will be
created with a default 77L.

Case 2: If positive naming matches occurs
between /RM and routing table and the router
already caches the content, 77L will be updated
(increased) in the routing table and calculated based
on the number of subscribers interested in the
address and the number of usages of this address.
Then the Address Reply Message (ARM) will be sent
to the subscriber with the three addresses
dimensions without the content to allow the
subscriber to choose.

Case 3: If positive naming matches occurs
between /RM and routing table but the content is not
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cached locally in the router, the router will forward
the message toward the nearest publisher which
could be a relay cache or the original publisher
directly from the interface connected towards them
since their ID or IP are recorded in the table. The
latest will send the ARM with its three addressing
dimensions. This case applies when the subscriber
making a video call or asks for a video from certain
publisher as YouTube.

After big count of requests, the 77L will reach a
threshold defined by the administrator 77Ls
allowing to caching the data and as 77L increases
caching time will also increase.

In all cases, the interfaces in the tables will be
learnt from the interface that passed the reply message.

Removing records from the tables. TTL will
decay automatically with a ratio y defined by the
administrator. If T7TL reaches the minimum
threshold TTL}, ,,;,, which means there no interests
from subscriber exists for a long time, then the
record will be removed from the table and from the
cache if it exists. It allows the tables to be always
dynamic and up to date.

Considering the case of subscriber message
coming from interface matches the advertised
naming of the publisher, the router will
automatically increase the 77L of this interface if
the match of the data already increases. However, if
it was not existed, the source interface of the
subscriber message will be added to the publisher
record in the routing table and then increase 77L.

Merging records in tables. Merging is the
process of generalize the addresses in the routing
table in order to reduce its size.

In semantic address part the specific relations
will be merged into the general relations. In
publisher ID address the table will keep the most
general publisher ID depending on the number of
requests. In geographical address part the merge
will take place on the network. If we have any super
network and the subnetwork on the same interface,
super network will be considered and the sub
network will be discarded.

Matching. Matching is the process of
comparing the addresses of the /RM to the addresses
existed in the routing tables and find the best match
based on the longest prefix match.

Matching occurs on three levels based on the
IRM  address content: semantic matching,
geographical matching, and publisher ID matching.

Semantic matching. Each semantic address is
composed of a set of Object-Relation-Object (ORO)
chains. When an /RM holding a semantic address is
requested, the router will search for the ORO chains
of this semantic address in the Geo-Semantic and
Semantic-Pub ID routing tables respecting the
logical relations (or/xor/and/in/super) determined
by the user. Knowing that in semantic matching the

router chooses from its tables only ORO chains from
the same information source (Publisher ID,
Geographical IP). In a brief, the semantic matching
is the matching by all chains for the same source.
Geographical matching. When an IRM holding
a geographical address is requested, the router will
search for the longest prefix match in the geo-
semantic and Geo-Pub ID tables to route /RM to the
requested information source. If the requested /P is
not found in the last router because the mobility of
the user, this router will multicast the prefix to all
the nearest neighbor subnets with fixing the suffix
which is based on EUI64 address assignment.
Publisher ID matching. When an /RM holding
a Publisher ID is requested, the router will search
for this publisher in the Semantic-Pub ID and Geo-
Pub ID tables. When the router finds a positive
match respecting logical relation, it will route the
IRM toward the source of information using the
geographical address.
3D-routing table algorithms. For previously
described processes of add new records, update 77L
for the record, add records to cache when T7TL
reaches threshold, matching, garbage collection for
removing records there are needed algorithms.
Router Record Update (RRU) Algorithm.
When router receives new ARM and the record is
not already existing in it, Router Record Update
algorithm adds the new record to the tables with a
default 77L (T TL,-T .) However, if the record is
already existing in the table, RRU adds its 77, LiT by
a unit (a7) till reaching the minimum threshold.
When TTL of the record reaches the minimum
threshold, RRU send the data to the cache after
receiving the next CRM. Thus, the functions of RRU
are: add new record with 77L add; update 77L by
increasing it by one unit after each ARM; add record
to cache when 77, L,-T reaches 77 L; min-

Algorithm 1: Router Record Update (RRU)

1 Start

2 Receive ARMi

3 If (ARMi) exist then

4 TTLY =TTL! + o”

5. Else

6. add address (ARM;i) to table
7 End If

8 If TTLI> TTLL i\ then

9. add next (CRM,) to cache
10. End If
11. End

Geo-Pub ID Garbage Collector (GPIGC)
Algorithm. Geo-Pub ID Garbage Collector
(GPIGC) decreases TTL! for each record in the
Geo-Pub ID table by a constant unit (y7)
continuously and checks it if its 77L! is less than
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the minimum threshold to remove it from the table.
Thus, GPICG role is to decrease TTLT and to delete
relation with low weight (less than min-threshold)
in the Geo-Pub ID table performing scalability to it.

Algorithm 2: Geo-Pub ID Garbage Collector

(GPIGC)

1. Start

2. Timer = Time + 1

3. TTLT=TTL"- y;

4. If TTLT < TTLY, i then

5. remove record from table
6. End If

7. End

Semantic Garbage Collector (SGC) Algorithm
decreases 77, LiT for each record in the Semantic-Geo
and Semantic-Pub ID tables by a constant unit (y7)
continuously and checks it if its 77L! is less than the
minimum threshold (77L), ...,) or if the weight W of
the record is less than the minimum threshold
weight (Wi min) to remove it from the table. Thus,
GPICG role is to decrease TTL and delete relations
with low weight (less than min-threshold) or less
than TTLY, i in the two tables: Semantic-Geo and
Semantic-Pub ID.

Algorithm 3: Semantic Garbage Collector (SGC)
1. Start

2. Timer = Time + 1

3. TTL=TTL" —yc

4. If TTLT < TTLY i OF W< Wi min
then

5. remove record from the table

6. Else goto2

7. End If

8. End

Cache algorithms. Caching on-path (in-
network) is considered to be a basic architectural
component of an ICN architecture. It may be used
to provide a Quality-of-Service (QoS) experience to
users, reduce the overall network traffic, prevent
network congestion and Denial-of-Service (DoS)
attacks and increase availability

SICN uses On-path caching strategy that reduces
download time, server workload, and network traffic
resulting in a less response time for data requests and
reduces distance of data path to reach subscriber. In
the proposed scheme, on path cach use threshold
where two methods: Garbage Collector (GC) algo-
rithm and 77L time decay function to reduce 77L and
consequently reducing the amount of data.

Cache TTL Update (CTU) Algorithm. Cache TTL
Update algorithm adds the 77 L of each record in the
cache existed in the cache by a constant unit (oc) after
receiving a new CRM.
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Algorithm 4: Cache TTL Update (CTU)

1. Start

2. Receive IRM2i

3. Ifexist (CRMi) then

4, TTLC = TTLC + ac

5. EndIf

6. End

Cache Garbage Collector (CGC) Algorithm

decreases TTLE of each record in the cache of by decay
time unity. GPICG checks also 77’ L each record in the
cache to remove it when reaches the minimum cache
threshold (77 Lgﬁn). Thus, CGC role is to decrease TTLE
continuously and to control the size of the cache by
removing records with low 7T7L (less than 77 L,C,; min)-

Algorithm 5: Cache Garbage Collector (CGC)

1. Start

2. Timer = Time

3. TTLC=TTLE —yC

4. If TTLC < TTLS,, then

5. remove record from cache
6. End If

7. End

Conclusion There were presented three algorithms
for the 3D-address routing table and two for the cache.
It includes Router Record Update Algorithm, Cache
TTL Update algorithm, Matching algorithms and
Semantic table update learning algorithm.

To compare between the different ICN projects,
we build a Python model under some assumptions
(users number, publisher, DNS and cache depth,
sharing coefficient and factor). Empirical results
were tested over four scenarios: non-cached data
level; cached data level; information level; know-
ledge level. It was analyzed three metrics are: Time
Delay (TD), Flooding or Traffic (F), and Efficiency
Reuse (ER) factor for data.

In Scenario 1 SICN obtains much better perfor-
mance of SICN compares to other schemas in terms
of flooding parameter.

In Scenario 2 KBN, CBCB, and SICN have the
lowest 7D (for 120 users in 2,7 times lower) . In terms
of time delay, KBN is the lowest followed by SICN.

In Scenario 3 TD is the lowest in KBN, CBCB,
and SICN schemas, but F in SICN exceeds F' in
KBN and CBCB.

In Scenario 4 SICN and KBN show better
results than other schemas in terms of 7D. In terms
of F and ER, KBN outperforms SICN.

A significant advantage of using the proposed
SICN model and the described algorithms are: com-
pensation search engine and DNS server, reducing
traffic flow, ensure scalability (information based is
the most scalable and on-line cache maintain scala-
bility), maintain mobility.
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